
DECISION TREE 

1 



 

• A decision tree is a graphical representation of possible solutions to a 
decision based on certain conditions. 

•  It's called a decision tree because it starts with a single box (or root), which 
then branches off into a number of solutions, just like a tree. 

• The main idea of decision trees is to find those descriptive features which 
contain the most "information" regarding the target feature  

• Then split the dataset along the values of these features such that the target 
feature values for the resulting sub_datasets are as pure as possible.  

• The descriptive feature which leaves the target feature most purely is said to 
be the most informative one. This process of finding the "most informative" 
feature is done until we accomplish a stopping criteria where we then finally 
end up in so called leaf nodes.  
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A decision tree mainly consists of a root node, interior nodes, 
and leaf nodes which are then connected by branches. 
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Example: 

weak strong 

sunny 
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ID3 Algorithm pseudocode: 

ID3 (Examples, Target_Attribute, Attributes) 

        Examples are the training examples. Target_Attribute is the attribute                      

 whose value is to be predicted by the tree. Attributes is the list of other 

 attributes that may be tested by the learned decision tree. Returns a 

 decision tree that correctly classifies the given Examples. 

• Create a Root node for the tree  

• If all Examples are positive, Return the single-node tree Root, with label = + 

• If all Examples are negative, Return the single-node tree Root, with label = - 

• If Attributes list is empty, then Return the single node tree Root, with   

   label = most common value of the Target_attribute in the Examples 

• Otherwise Begin  

• A ← The Attribute that best* classifies Examples 

• The Decision attribute for Root = A 
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• For each possible value, vi, of A, 

• Add a new tree branch below Root, corresponding to the test A = vi. 

• Let Examples(vi) be the subset of Examples that have the value vi for A 

• If Examples(vi) is empty 

• Then below this new branch add a leaf node with label = most    

 common value of Target_attribute in the Examples 

• Else below this new branch add the subtree  

 ID3 (Examples(vi), Target_Attribute, Attributes – {A}) 

• End 

• Return Root  

____________________________________________________________ 

* The best attribute is the one with highest information gain  
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Entropy and Information Gain 

• Entropy refers to the impurity of a group of examples. 

 

 

 

  c - the total number of classes or attributes   

  pi - number of examples belonging to the ith class. 
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Information Gain: 
• Information gain = Entropy of the system before split – Entropy of the 

system after split.  

 

• S refers to the entire set of examples that we have.  

• A is the attribute we want to partition or split.  

• |S| is the number of examples  
• |Sv| is the number of examples for the current value of attribute A. 
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Construction of Decision Tree with example: 

Considering this dataset  

Weather dataset (playing game Y 

or N based on weather 

condition). 

 

Y - Yes 

N - No 
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• To create a tree, we need to have a root node first and we know that 
nodes are features/attributes(outlook, humidity and windy). 

• Determine the attribute that best classifies the training data; use this 
attribute at the root of the tree. Repeat this process for each branch. 

• This means we are performing top-down, greedy search through the 
space of possible decision trees. 

• Use the attribute with the highest information gain in ID3 Algorithm 

 

Constructing A Decision Tree 
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Entropy characterizes the (im)purity of an arbitrary collection of 
examples. 

Compute the entropy for the weather data set: 
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For every feature calculate the entropy and information gain: 

weak strong 
weak 

strong 
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Similarly we can calculate for other attribute (Humidity).  
 
Humidity: 

• E(humidity=high) = -(3/7)log2 (3/7)-(4/7)log2 (4/7)    = 0.985 

• E(humidity=normal) = -(6/7)log2 (6/7)-(1/7)log2 (1/7)  = 0.591 

 

Average entropy 

• I (humidity) =  (7/14)*0.985   +  (7/14)*0.591  = 0.788   

Gain 

• Info gain= E(S) – I(humidity) = 0.940 - 0.788 = 0.152 
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Pick the highest gain attribute. 

OUTLOOK 

I (OUTLOOK) = 0.693 

GAIN= 0.247 

 

HUMIDITY 

I (HUMIDITY) = 0.788 

GAIN = 0.152 

 

WINDY 

I (WINDY) = 0.892 

GAIN = 0.048 
 
 

(Outlook) 

The node which has 

Highest Information 

Gain is chosen as 

ROOT NODE. 
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Now our root node is Outlook. So  sunny, overcast, rain become branches. 
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Now select rows where outlook is sunny 
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     Now our dataset is this: 
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Calculate entropy of dataset: 

• Yes = 2 

• No = 3 

• E(dataset) = -(2/5)log2  (2/5)-(3/5) log2  (3/5)= 0.971        
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Find among humidity and wind which has the 
highest information gain 

Humidity 

• E(Humidity=High) :  -(3/3) log2  (3/3) =0 

 

• E(Humidity= Normal) :  -(2/2) log2  (2/2)=0 

 

Average Entropy 

I(Humidity) = 0 

Info Gain =  E(dataset) – I (Humidity) 

                =   0.971 – 0 = 0.971 

 19 



Wind: 

• E(wind=weak) :  -(1/3) log2  (1/3) -(2/3) log2  (2/3) = 0.932 

 

• E(wind = strong) :  -(1/2) log2  (1/2) -(1/2) log2  (1/2) = 1 

 

Average Entropy 

I(wind) = (3/5)*0.932 + (2/5)*1= 0.959 

Info Gain =  E(dataset) – I (wind) 

                 =  0.971 – 0.959 = 0.012 
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Information Gain 

HUMIDITY= 0.971 

WIND = 0.012 

 

Humidity has the highest gain. 
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OUTLOOK 

HUMIDITY 
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  Humidity has two branches high and normal 

HUMIDITY 

high normal 
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Since “play tennis” is pure (means no mix value, i.e only ‘no’) no further  

Splitting is done. 

 

When humidity is high 

HUMIDITY 

high normal 

NO 
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OUTLOOK 

HUMIDITY 

high 

NO 
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Since play tennis is pure (means no mix value, i.e only ‘YES’) no further  

Splitting is done. 

 

When humidity is normal 

HUMIDITY 

high normal 

NO YES 
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OUTLOOK 

HUMIDITY 

high 

NO 

normal 

YES 
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Now select rows where outlook is Overcast 

Since “play tennis” is pure (means no mix value, i.e only „Yes‟) 

no further Splitting is done. 
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OUTLOOK 

HUMIDITY 

high 

NO 

normal 

YES 

YES 
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      Now select rows where outlook is Rain 
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Calculate entropy of dataset: 

• Yes = 3 

• No = 2 

• E(dataset) = -(3/5) log2  (3/5) -(2/5)log2  (2/5)= 0.971        
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Find among humidity and wind which has the 
highest information gain  

Humidity 

• E(Humidity=High) :  -(1/2) log2  (1/2) - (1/2) log2  (1/2) = 1 

 

• E(Humidity= Normal) :  -(2/3) log2  (2/3) -(1/3) log2  (1/3)=0.932 

 

Average Entropy 

I(Humidity) = (2/5)*1 + (3/5)*0.932 =0.959 

Info Gain = E(dataset) – I (Humidity) 

                 = 0.971 – 0.959=0.012 

 

 

32 



Wind 

• E(Wind=weak) :  -(3/3) log2  (3/3) = 0 

 

• E(wind= strong) :  -(2/2) log2  (2/2) = 0 

 

Average Entropy 

I(wind) = 0 

Info Gain=  E(dataset) – I (wind) 

                =   0.971 – 0 = 0.971 
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Information Gain 

HUMIDITY= 0.012 

WIND = 0.971 

 

 

Wind has the highest gain. 
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OUTLOOK 

HUMIDITY 

high 

NO 

normal 

YES 

YES 

WIND 
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     Wind will be divided into two branches weak and strong. 

When wind = Weak When wind = Strong 

Play tennis contain pure value 
“YES”, no splitting is needed. 

Play tennis contain pure value 
“NO”, no splitting is needed. 
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                            FINAL TREE  

OUTLOOK 

HUMIDITY 

weak 

NO 

normal 

YES 

YES 

WIND 

high 

NO YES 

Strong 
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Rules formed are: 

• If outlook = sunny  and humidity = high then play = no. 

• If outlook = sunny  and humidity = normal then play = yes. 

• If outlook = rain  and wind = weak  then play = yes. 

• If outlook = rain  and wind = Strong  then play = no. 

• If outlook = overcast then play = yes. 
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Advantages: 

• Decision trees implicitly perform variable screening or feature 
selection 

• Decision trees require relatively little effort from users for data 
preparation 

• Nonlinear relationships between parameters do not affect tree 
performance 

• The best feature of using trees for analytics - easy to interpret 
and explain to executives! 
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Disadvantages 

• May suffer from overfitting. 

• Classifies by rectangular partitioning. 

• Does not easily handle nonnumeric data. 

• Can be quite large – pruning is necessary. 
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